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Proton emission imaging cameras, in combination with proton spectrometers and a proton temporal
diagnostic, provide a great deal of information about the spatial structure and time evolution of
inertial-confinement fusion capsule implosions. When used withiefilled capsules, multiple
proton emission imaging cameras measure the spatial distribution of fusion burn, with
three-dimensional information about burn symmetry. Simultaneously, multiple spectrometers
measure areal density as a function of angle around the imploded capsule. Experiments at the
OMEGA laser facility[T. R. Boehlyet al,, Opt. Commun.133 495(1997)] have already proven the

utility of this approach. An introduction to the hardware used for penumbral imaging, and
algorithms used to create images of the burn region, are provided here along with simple scaling
laws relating image resolution and signal-to-noise ratio to characteristics of the cameras and the
burn region. ©2004 American Institute of PhysicfDOI: 10.1063/1.1788892

I. INTRODUCTION filter spectrometerd’ which measure high-resolution spectra
of the protons at different angles around the capsule. Taken
Understanding and controlling implosion dynamics aretogether, they provide three-dimensional information about
critical for progress in inertial-confinement-fusiohCF),  the spatial distribution of BHe burn, the time evolution of

where achieving spherical symmetry in the assembled fuehe burn, and the angular distribution of colder material sur-
mass is a prerequisite for optimal burn and ignittohit is rounding the burn region.

therefore important to have direct experimental observations  The proton-emission imaging cameras are described

of what implosion asymmetries look like, how they evolve, briefly in Sec. Il (with more details elsewheef'ré. They are

and how they are correlated with sources of asymmetry SUchased on the penumbral imaging technique, which is related
as illumination nonuniformity. Traditional methods of study- . pinhole imagin6°‘23‘25but involves an imaging aperture

ing asymmetry include x-ray imagiri‘gaeutron—emission im-

) . o AT much larger than the source; this results in a raw recorded
aging of deuterium-tritium(DT) burn; > and measurement

: =" image that must be deconvolved, because structural informa-
of primary or secondary e proton spectra for determining o0 apout the source is encoded in the image penumbra. The

. . 31
the areal densitypR) of capsules at different angléé. We idea of using penumbral imaging to study ICF burn is at least

ge%)r:e?rerea:; nlnz:eltg;?tgdrr?izgzz?ert'(;t'(s:tsuqr?”'r;? g)ér']::]sl% 0 years old, and at least three different algorithms have
y Y: nu Y racleristics n implosi een used for deconvolution.
capsules containing le fuel, utilizing three independent : . . L
: . ; The first algorithm involves deconvolution in frequency
but directly related types of diagnostic measurements of the o . . .
. Space, determining the two-dimensional Fourier transform

14.7-MeV protons generated by’Be burn. Multiple proton- . L

S . S . . FT) of the source surface brightness by multiplying the FT
emission imaging cameras, viewing an implosion from thre

orthogonal directions, are now used in conjunction with aof the penumbral image by a deconvolution filter that is the

proton temporal diagnostf@® which measures the Ble ~ NVerse of ‘the FT of the aperture point = spread

- 5-8,10-13,15-18. . . .
proton flux as a function of time, and multiple wedge-range-unction. This approach is complicated some-
what by the fact that the FT of the aperture has zeros at a

: — _ . number of frequencies, leading to singularities in the decon-
Electronic mail:seguin@mit.edu volution filter. The discrete frequencies used in digital pro-
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of Rochester. cessing generally avoid the singularities, but they come close

9Also Departments of Mechanical Engineering and Physics, and AstronomyeN0Ugh to result in large amplification factors for the statis-
University of Rochester. tical noise present in all real data. In practice, noise is con-
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trolled by usng a Wiener filter approach to modify the ideal
deconvolution filter in such a way as to reduce noise ampli-
fication near the singularities while minimizing distortion to
real structural information in the data. This direct reconstruc-
tion approach has been used for DT neuttbité and for
3-MeV DD protons’®3’ Another direct reconstruction algo-
rithm that works in frequency spffc}ehas been applied to DT
neutrons? It uses a different approximation to the ideal
frequency-space deconvolution filter, obtained by multiply-
ing the aperture FT itself by another nonsingular function of
frequency. This algorithm is exact only in the limit where the
radius of the source; is much smaller than the radius of the
imaging aperturdR,, but errors are small for practical ratios
rs/ R,. The implementation is computationally simple and ef-

ficient, and no special precautions have to be made for noise )
reduction other than some kind of low-pass filtering. The ~
third algorithm is iterative rather than direct, and involves (b) ;
computations only in physical space. It utilizes a “maximum / [i
entropy” technique to find an estimate for the source surface -

brightness that has the IeaSt, p933|ble structure consistent WIHPG. 1. (Color) Diagrams illustrating the structure of the proton emission
the SthCture and the statistical errors of the penumbrajhaging camerasa) A cutaway view of the OMEGA target chamber, show-
image. An initial guess for the source is used to stimulateing three cameras pointed toward the targetated at the chamber center
penumbral image data, and the difference between the refipm neaﬂy 0rthogor_1a| directions. _The structure at 11:00 holds _the target
and simulated penumbral images is used to find a more agZfeule " e an s sk The damelrof e el chamter i 220 cr
curate source estimate; the process is repeated until CONVefiz detector packshown in dark gray is inserted into a slot in the top.
gence. This approach has been used in imaging with DD

protons and DT particles®® ™! . .
Section Il describes a different direct, noniterative al-that accept detector packs, as shown in Hg).Figure 2a)

gorithum involving computation in the spatial domain only. SNOWS the approximate dimensions of the cameras. The typi-
It is computationally efficient, has no issues with filter sin- €&l Source at OMEGA has a radiusraf- 30 um. The round

gularities, and has a well-defined point-response functio

jmaging aperture, at a distante~3 cm from the source,

that allows calculation of simple and explicit scaling laws 9€nerally has a radiug,=1000um and is cut very accu-
relating camera parameters and source type to the spatigt€ly in @ 500xm-thick plate of Tawhich will stop protons

resolution and signal-to-noise ratio of reconstructed sourc¥/ith energies<17.5 MeV). The image recorder consists of
functions. In addition, the data processing in the spatial doStacked sheets of CR-39 nuclear track detector separated by
main provides opportunities to see visual connections ber_a3ng|ng filters that result in efficient detection of 14.7-MeV
tween data structure and source structure. The method is ap-He protonés on one sheet and 3-MeV DD protons on an-
other(only D°He protons will be considered here; other par-

proximate, with errors scaling ds,/R,)?, but the errors are © g | ke
extremely small for parameters relevant to our applicationslicles Will be discussed elsewhere The parameteM char-

A related algorithm, described in Sec. IV, is often used to?Cterizes the magnificatio4rl of the system. o
The CR-39 detectofd** are sheets of a clear plastic in

calculate the radial distribution of reactions per unit volume

in the burning source when it can be assumed to have spheH‘fhiCh protons leave trails of damage sites. After etching in
cal symmetry. NaOH, the entry point of each proton becomes a conical hole

Experiments with BHe-filled capsules are frequently that can be identifieq and quant.ified in a dig?ti.zed micro-
performed at the University of Rochester OMEGA laserSCOP€ image. Detectlor_l is _essentlally 100% eff|c!ent, as long
facility,42 where the techniques described here have beeflS the detector has fllterl_n_g_ that slows incoming protons
used. BHe protons are sufficiently energetic to pass througtoWn to the range of sensitivity of about 0.5 to 8 MeV, and
200 mg/cm of 1-keV plasma(or 1000 mg/cr of a 10

-keV plasma, so they are very useful for studying the im-  \,qearbum region ~ (a) Penumbra
plosion performance of capsules with thick CH shells that do ~~30um GR-a8 J
not allow lower-energy charged particles to escape. Thest L N
experiments and their significance are described briefly in - T T
Sec. V. _ET‘T:::::::-
Aperture = I
R,~ 1000 um

0.05cm—» <«—

II. PROTON EMISSION IMAGING CAMERAS

L=3cm ML=33 cm

There are three cameras that can be mounted on tl]g . : ,
. . G. 2. (Color onling (a) Diagram showing the parameters of a penumbral
OMEGA target chamber, as shown in Figajl Each camera imaging camerab) A sample penumbral image. Brightness is proportional

consists of a housing with an aperture at one end and slots the number of protons per unit area on the detector.
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S(x..z) | — B(x,y) \

\

FIG. 3. (Color onling Diagram illustrating the relationship between a three- N(r, ¢W
dimensional sourc&, the two-dimensional projectioB that is its surface \
brightness, and one-dimensional projectignsf B.
0
——N(l", ¢) r
the position of each track is recorded to a fraction of a mi- ar 7y

cron. The recorded penumbral image data comprise the pre-

cise locations of all proton tracks, which may be binned ag'C: - (Color onling Diagram illustrating the radial profile of, the num-
er of proton tracks per unit area on the detector, and its radial derivative.

desired for any processing scheme. There are therefore es-
sentially no resolution limits imposed by the detector itself.
Resolution degradation from effects such as proton scat,,,,=r,/M is not large compared to,,dN/dr is approxi-
tering in the target capsule or off the aperture, proton trajecmately proportional to integrals through the source along cir-
tory distortion by electric fields, and geometric distortion duecular paths with radiirg,,. A standard algorithm for CT
to imperfections in the aperture are all negligileompared  reconstruction, called convolve-and-backproject or filtered
to the deliberate degradation of resolution that will have tobackprojection, can be modified to correct for most of the
be imposed on the data through filtering to control statisticakffects of the curvature as long as<rg,, The modified
noise. For all practical purposes, the aperture can be consigersion can be written
ered to have a perfect edge in a thin, opaque plate. This o
allows us to avoid some of the problems that occur in neu- 1
tron imaging™ where even a very thick plate does not stop ~ B(x,y) = 2—f WP'[Ry = M(x cos¢ +ysin ¢), ¢lded
all neutrons and the aperture “edge” is not as well defined. 7 0
A sample proton penumbral image is shown in Figdp)2
The number of incident protons per unit afdacan be rep-
resented as a function of andy on the detector, or as a where
function of radius and angle with respect to any position on _ /2 5 5
the detector. The yield of the source can be calculated di- Ro= Vlo~M7(xsin¢ -y cos¢$)?, (2)
rectly from the value oN in the center of the imagévith

-0.13YJmrZ ., 1)

any background level subtracted/s=4m(M+1)2L2N(0,0). w=1-M(xcos¢+ysin¢)/Ry, 3
Information about the source structure must be extracted P
from the penumbra. P(r,¢) = -[47M(M + 1)2L2]C(r)EN(r,¢), (4)
I1l. SURFACE BRIGHTNESS RECONSTRUCTION ,
P'(r,¢) = FeondN)*P(r, ), ©)
A. Algorithm
Figure 3 shows the relationship between a three- Feondr) = Fsmoot{/M)*hcr(r/M). 6)

dimensional source functiof(x,y,z); its two-dimensional C(r) is a weighting factor described beloR. is found by
projection along thez axis, which is the surface brightness convolvingP(r, ¢) with a filter F,,,, which is a standard CT
B(x,y) seen by an observer at positive and a one- convolution kernahqt (we use the version of Ref. 4@on-
dimensional projectiomp(s, ¢) representing straight-line in- volved with a smoothing filteF o0 discussed below. The
tegrals througtB at angle¢ and impact parametess The integration in Eq.(1) is referred to as backprojection, be-
function p is the Radon transforffi of B, and computation- cause it relates structure in the convolved projection back to
ally efficient methods for recoverinB from p were devel- specific locations in the reconstruction plane.

oped several decades ago for x-ray computed tomography In the limit rg/rg,.x<1, EQ. (1) becomes the standard
(CT).*54 Although p(s, ¢) cannot be found exactly from a CT reconstruction algorithm described in Refs. 46 and 47:
penumbral imagep(s, ¢)=4m(M+1)2L2dN(ro—Ms, ¢)/ds  w=C=1, Ry is a constant, and the term proportionak,,

in the limit where the halfwidth of the penumbidrg is  goes to zero. Of the four modifications incorporated here to
much smaller than the radiug=(M + 1)R, of the aperture as approximately correct for finites/rgna the most important
projected on the detectgsee Fig. 4. In this limit, standard is the angular dependence of E®). This exact correction
CT algorithms can be used to reconstrBcfrom N. When  was derived to guarantee that structure in the projections is
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“backprojected” along the correct curved paths through the
reconstructed image plane rather than along straight lines.
The weighting factomw gives different weights to contribu-
tions of different projection angles at each position in the
source-image plane, to reduce a small distortion in the point-
response function at points far frorxy=0. The weighting
function C(r) compensates approximately for the small dif-
ference between the shapes of projections based on straight-
line integrals and curved-line integrals. An expression that
works well for symmetric sources is

C(r)=(1-0.22) [(w/3)V1 - €?/cos (r/2r) 1, (7)

wheref =r/ry—1; it also produces improved reconstructions
for asymmetric sources. Finally, the term proportional to
r52a Corrects for a very small dc offset in the reconstructed
image; it is a function of yield onlycalculated in advance as
described in Sec. )} is independent of position, and amounts
to ~3% for r¢/rgna=0.5. Other modifications are possible,
but accuracy is currently more than satisfactory.

B. Implementation and accuracy

Numerical execution of Eqgl1)—(6) is straightforward
and efficient, following steps illustrated with an example in
Fig. 5. The positions of individual proton tracks in the
penumbral-image proton data are used to determimeg),
which we typically bin in a grid with 1° angular bins and
M um radial bins[see Fig. )]. The gradient in the radial
direction is calculated and multiplied b@(r) to produce
P(r,¢), as shown in Fig. &), and then convolved in the

radial direction withF,,(r) to produceP’(r,¢), as shown FIG. 5. Simulated penumbral image), reconstruction of source surface

- . . . : brightnesge) and(f), and intermediate data-processing st@ps(d). N(x,y)

n Flg._ d). '_:ma”y' B(x,y) IS_ calculated on a _g”d of 1 was generated by a Monte Carlo program for an assubfegd/) containing
-um pixels using Eq(l) [see Fig. 8e)]. Coarser grids would  geometrically precise, short-wavelength information and having a maximum

give faster computation, but keeping the bin sizes small relaradius of 0.5, The reconstructiorte) is virtually perfect, showing dis-
tive to the effective resolution of the final reconstruct'(see tortion only due to statistical noise and the smoothing that results from a
- oint-response-function with a two-pixel radius. The text describes how the
Sec. Il C belovy assures that structure is r!Ot undersgmple asic structure irfe) can be guessed from the information(i) or (d). In
and also allows the result to look more like a continuous), B(x,y) is displayed with a look-up-table that emphasizes low-amplitude
function. noise structure.
Binning data inr and ¢ requires reference to an origin in

the detector plane. This does not have to be the exact centgiis case, the fact that is wider at¢=0 than at$=/2 in

of the penumbral image; shifting the origin Slmply results in F|gs 5o) and 3d) means thaB has a |arger extent in the

a reconstructed image with a shifted origin. What does neegirection than in they direction. The four narrow bright fea-
to be known accurately is the radiug Although itis usually  tures at$=0, and the way each one has a width that varies
known fairly accurately from design parameters, it can besinusoidally withe, tell us there are four short vertical lines
found directly from the data using the fact that the averagen B. Similarly, the existence and position B of a short

over ¢ of P(r, ¢) is symmetric about,. horizontal line segment and two diagonal segments can be
Equation(1) produces reconstructions that are not ex-

actly correct except in the limitg/rg,.,<1, but are ex-

Source Source
tremely accurate for the valugg/rg,«<0.1 that are rel- | po===m——
evant here(amplitude errors less than 0.5%, and perfect Reconstruction Reconstruction
positional accuragy Even for rg/rgn,=0.5, simulations
show that the positional accuracy is perféste Fig. % and
the amplitude errors are a few percésee Fig. 6. 1 '

The steps involved in performing image reconstruction 2 0 ds -D2 d 0ie
provide opportunities to see visual connections between data s Pianax
structure and source structure in a satisfying way that is natiG. 6. (Color onling Values along the diameters of reconstructed uniform
always possible with frequency-space calculations. The valdisks withrs=0.5 g andrs=0.2 s, cOmpared with the original source

; ; ; ; ; functions. The reconstructions were calculated from analytically simulated
ueSP(r’d)) In Fig. Xc) are apprOX|mater the line mtegrals penumbral data with no noise. Reconstruction errors scale Withg,,,)?,

p(S,qS) of Fig- 3, whe_res_z (r_rO)/M- and an eXperienced and are completely negligible in the context of data taken on OMEGA
eye can see how the line integrals are related to the source. (herer, is typically smaller than 0.05,,0.
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ascertained from the locations of their projections in Figs. M+1\Y2 L |2 .
5(C) and 3d) rprf = 25 —M E/z YS ’ rs< rprfa (ll)
or the more realistic resolution for structure on a scale

. ) ] ) smaller than the overall source size
C. Point-response function, spatial resolution, and

noise 45 M+1\2 L 125
. . . rprf - rS 25 M =Y YS !
The spatial resolution of surface-brightness reconstruc- Ra
tions is limited by the smoothing used to reduce noise from

. .. _ -1 _ 2 .
counting statistics. We USBsmoou(r)=m llzr_prlfe " in b predicted real-world performance at
Eq. (6), resulting in a point response function for the recon-gomMeGA

structedB(x,y) with the form ™", the radiusr  is Numbers relevant to experiments at OMEGA, calculated
specified by the user in order to achieve a desired noise r§:, the dimensions in Fig.(a), are
duction. This results in a well characterized and well be- oo ) o
haved point-response function as well as noise of predictable SNR~ 20( Morf ) (30 wm) (L) (13)
character. The resolution can be characterized hyor by 10 um (r§+ rgrf) 10t°
the full quth at half maximum, which is 1.6 and (for r,; smaller tharr)

The signal-to-noise ratio of a reconstructed surface P
brightness image can now be studied. The “signal” is just the _ 10<£>_1/5( Is )4/5 m (14)
true surface brightness with a small modification for effects 100 30 um p-

of smoothing. For Gaussian surface brightness distributionsIr . . . . .
. ) ical OMEGA implosions of BHe-filled capsules with
which are often observe@ee Sec. IV, the peak value is tr?/igk CH shells havgs~ 30 um andY,~ 10° Iegding us to

a predicted resolution af,;~16 um.

rs>rpg. (12

. Y Y

Signal _—w(r§+r,2)rf)'um : (8)
wherer is the radius at which the brightnesseid times the
peak value. The point-response function broadens the bright- When implosions are nearly spherical, there are advan-
ness distribution without changing the total yield, resulting intages to pursuing a different approach: the structure of the
reduced central image brightness. EquatiBnis approxi-  penumbra, averaged oves, can be used to estimate the ra-
mately correct for a uniform-brightness disk of outer radiusdial profile of the burn in BHe reactions per unit volume.
rs, although the effect of, ¢ is then not exact. The rms noise This requires going from the approximate straight-line-

IV. RADIAL BURN PROFILE RECONSTRUCTION

amplitude in the image can be shoffimo be integral projectionP(r) to B(r) via Abel inversion, and then
M+1\Y2 | going fromB(r) to S(r) via another Abel inversion. To obtain
Noise~ 0.4( v ) R Mot Ye/2um™, (99 as much information as possible about the basic size and

shape ofS(r) while minimizing the effects of noise, we apply
[Equation (9) assumes all detector events are from signathis approach by using a family of simple radial functions for
protons. If there is a uniform background Mf,cigroungSPU-  S(r) that have analytic counterparts for straight-line-integral
rious tracks per unit area on the detector, tNems replaced projections. This is the family of powers of a parabola.
by Ys+8m(M +1)2L2Npackgroundl The ratio of Egs(8) and(9)  Defining a “peakedness” paramei@e= a/(a+1), it can be

gives the signal-to-noise rati&NR) shown that if
M 1/2Rl/2 I,5/2 A r 2| BI(1-p)
SNR= {o.e( ) Ta | eyl (10) S=———1-|~ , (15)
M+1/ L J(Z+r2) (1-pri r

The noise has several important features. First, its amthen the equivalent straight-line projection is
plitude depends only on source yield; it is independent of [ ro—r 2|45
()]

source size and shape. Second, noise in the reconstructed P(r)=A
image is not “white;” its amplitude goes as the square of Mry
frequency’® Third, this frequency dependence tends to makeAs illustrated in Fig. 7,8=0 corresponds to a flat source.
the noise look “lumpy,” being completely dominated by the IncreasingB makes the source more peaked; in the ligit
highest frequencies allowed by the smoothing. Fourth, the1, expressiongl5) and (16) both become Gaussians. De-
noise is roughly homogeneous and isotropic, at least out ageasingB below 0 makes the source increasingly hollow. In
far as this reconstruction algorithm is usefgsay r practice, a least-squares fit is used to find the parameters
=<0.7rgnan- Several of these features can be seenin Kfy. 5 rg,A,rq, and 8 in Eq. (16) [the origin used for binning
Equation(10) can be used to determine what kind of N(r, ¢) is determined by minimizing the best-fit valueraf;
resolution is obtainable, if we assume that we want a SNR of(r) is then determined directly from E@L5). There are two
20 to get decent image clarity. Setting SNR=20 and solvingadvantages to this approach. First, the results are local total
for rp,r, we find different behavior depending on whether weemission values and not projections. Second, the least-
are asking for resolution in the sense of the width of a resquares fit can be performed without doing very much
constructed delta-function source smoothing ofdN/dr; the result is a more accurate measure-

(16)
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